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Introduction
The computer can be considered, among other things, as a statistical machine. This

is so in the sense that a computer is often used for organizing data in order to prepare
for and in order to draw inferences and make decisions about the "state" of a nation, of
an organization, or of a matter of interest for a social group. In a coming era of graphic
visual data processing and computer graphics it is also appropriate to consider
statistics, together with analytic geometry, to be the mother-science of visualization or
visual simulation of phenomena described in terms of scientific data and sense
impressions (Fallati, 1843; Tarter, & Kronmal, 1976; Thomas, 1972).

Statistics is nowadays most often associated with applications of the theory of
probability and so called stochastic models. It may, however, be remarked that until the
end of the past century statistics often represented the early systems analysis and
memory or database of organizations and work processes. This included both social and
natural processes which were too complex to be be grasped by any particular theory
(Meitzen, 1891; Sigwart, 1895). It is therefore natural to see statistics as one producer
of later specializations such as private and national accounting (Littleton, 1981, for the
private account) contributing to what in time would become business administration and
political economy, sociology (Lottin, 1912, presenting the thought of Belgian
astronomer and sociologist L.A.J. Quételet, born 1796; Porter, 1986), and geography
melting today with so called regional economics dealing with complex computer
databases and simulations of social-spatial processes and the kind of cultural criticism
represented by currents in cultural geography (Olsson, 1980; Olsson, 1988a; Olsson,
1988b; Wallin, 1980; Wallin, 1986),  administrative data processing (Ivanov, 1976a;
Ivanov, 1976b; Ivanov, 1976c; Ivanov, 1977; Ivanov, 1979; Nilsson, 1987) and in the
discipline of statistics itself (Sjöström, 1980; Sjöström, 1988).

Debates on nature and function of statistics
In contrast with the strong controversies which have marked the history of

statistics (Johannisson, 1988; Porter, 1986), and their relation to anthropological and
political roots (David, 1962; Sheynin, 1977), today's scene is marked by a surprisingly
lame, if any, discussion. In part this may be conditioned by the fact that application of
statistics in natural science apparently has been marked by far less controversies or, at
least, so it can be presented (Kac, 1974, is an example of such a presentation). Because
of the particular development of academic and applied statistics in the last decades, the
smaller controversies which apparently have grown up have done so in terms of a
technical language. This is so even in those rare cases when the whole discussion has not
been clothed in the formal languages of mathematical symbols and formulas (Eisenhart,
1947a; Eisenhart, 1947b; Eisenhart, 1948; Menges, 1973; Tukey, 1960; Tukey, 1969;
Tukey, 1975; Wold, 1957a; Wold, 1957b). Several discussions about the role and
responsibility of the statistical consultant (Eisenhart, 1947b; Tukey, 1975, are casual
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examples) are obviously relevant for the discussion of the future role of information
systems analysts, operations resarchers (Stevens, 1982) and, lately, for so called
knowledge engineers in the era of cooperative or co-constructive continued systems
development (Ehn, 1988; Forsgren, 1988; Whitaker, & Östberg, 1988). The issues of
analysis and interpretations of data obviously concern also so called users, decision
makers, clients, stakeholders, systems activists or systems owners in the context of
modern databases and information systems or expert systems.

The trend towards formalization and mathematization of statistics (Porter, 1986,
touches upon "the mathematics of statistics" on pp. 233ff) in its extreme form seems to
have followed the trends at the beginning of the century as represented mainly by the
formalist school of J. Neyman and E.S. Pearson (Neyman, 1952). That work was
surveyed in a review of selections of their papers (Dempster, 1968). At that early stage
of the process of formalization it was still possible to note a certain philosophical depth
in the disciplinary discussions concerning the concept of "state", the relation between
mathematics versus reality and vague sensations, etc. (Neyman, 1960).

Later developments and reaction to formalization
A trend towards formalization and mathematization in methodological sciences

lead in the last decades to the creation of theories of fuzzy sets with an original blend of
statistics and logic (Orci, 1983, exemplify early respectively late stages of the process;
Zadeh, 1965)  which, at the level of basic issues of theory of science, apparently
corresponds to the uprising of mathematical theories of evidence or logical theories of
truth which are remarkably isolated from experimental sensuous reality (Kripke, 1975,
would possibly be a counterpart in the field of logic; Shafer, 1976).

At the same time it is possible to identify a kind of reactive movement,
conservative or reactionary in the original sense of the word, when compared with the
modern formalizing tendencies. Such reaction seems to arise mainly from some
practitioners which made contributions to the applications of statistics, e.g. in industry.
One example is the work dealing with the problems of industrial quality control
(Shewhart, 1939). Such work was later taken up and integrated in the efforts by
practicing applied statisticians, later called operations researchers, contributing to the
USA scientific war effort during world war II. The result was the development of a
theory of experimental inference in the spirit of American pragmatism and experimental
idealism where statistics was beginning to get re-integrated with social science and
philosophy (Churchman, 1948). This amounted to a somewhat unconscious rebuilding
of the classical heritage of 19th century's statistics (Shewhart, 1939).

This reactionary trend and its development of statistics into a social systems
science (Ackoff, & Emery, 1972; Churchman, 1961; Churchman, 1968; Churchman,
1971) echoed the work of other statisticians who were implicitly inferring from their
professional experiences the need of some kind of systems thinking: "The really critical
experiment is rare and...it is frequently necessary to combine the results of numbers of
experiments dealing with the same issue in order to form a satisfactory picture of the
true situation" (Yates, 1951, p.33). The same kind of basic difficulties which were
addressed by statistic's development towards a social systems theory for information
processing were also the difficulties which appeared in the context of psychological
research. This happened in the form of controversies about e.g. the interpretation and
treatment of the so called null hypothesis, the treatment of the single case, clinical
versus statistical prediction, etc. Relevant references to these issues are mentioned by us
elsewhere in connection with the study of the interface between logic and psychology
for data processing.
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On the Scandinavian scene these developments lead up to formalizations of
systems structures in terms of statistical data bases based on an empirical approach
(Sundgren, 1975), well consonant with what has been identified as the idea of logical
empiricism and statistical empiricism paving the way further to the formulation of a
whole research program (Sundgren, 1973; Sundgren, 1975; Sundgren, 1982; Sundgren,
Wallgren, & Wallgren, 1984). It was in turn criticized on the basis of epistemological and
practical considerations (Ivanov, 1976a; Ivanov, 1976b; Ivanov, 1976c; Ivanov, 1977;
Ivanov, 1979). Such criticism inspired and combined with others' coming from the
insider group of professional statisticians (Rennermalm, 1981; Sjöström, 1980;
Sjöström, 1983; Sjöström, 1984a; Sjöström, 1984b; Sjöström, 1988). This corresponded
in part to similar critical currents in the USA (Dunn, 1974; Ivanov, 1976a, commenting
Dunn; Ivanov, 1976c; Mitroff, Mason, & Barabba, 1983), and in the philosophical
community (Molander, 1987).

To some extent the critique of statistical information systems echoed earlier
problematizations of the technical body of statistical theory and practice (Strauch,
1970) which, by the way can be seen as concerning the process of research and
publication themselves - i.e. building up of scientific databases and library collections
(Branscomb, 1968; Goudsmit, 1966; MacDonald, 1972; Maddox, 1963; Walster, &
Cleary, 1970).

The defective understanding and use of statistics in the behavioral and social
sciences has, of course, already had serious consequences in the realm of economics
(Grassman, 1985; Morgenstern, 1963; Ross, 1968). Such documented consequences in a
field which is disciplinarily so close to organizational information systems may be
expected to be the repository of valuable experiences that wait to be interpreted for
their possible relevance to computer and information science. The same can be said
about experiences statistics applied in the realm of engineering materials in the context
of construction and operation of nuclear power plants.(Östberg, 1981; Östberg, 1982).

Another area that can be studied for transfer of experiences is about applications
of statistics to non-formalized material, typical also for administrative-organizational
areas, as in text analysis and analysis of verbal reporting in its various forms (George,
1959; Janis, 1958; Lasswell, 1938; Rokkan, Verba, Viet, & Almasy, 1969; Woodward,
1934). Many of such early and conventional issues of "statistical information systems"
display the advantage of containing reflections and explicit assumptions which stimulate
an inquiry of corresponding methodological assumptions of today's design of
computerized information systems. For the very same reason it can be fruitful to study
parts of certain classics in the historical field of statistics, such as "political arithmetics"
and probability (Keynes, 1952, esp. chap. 26, "The applications of probability to
conduct"; Lottin, 1912; Meitzen, 1891; Petty, & (Hull, 1899), as well as controversies
such as between Droysen and Buckle, and other as mentioned by various modern
authors (Liedman, 1983; Porter, 1986).

Epilogue
Seen in this light, it is obvious that statistics represents at least 200 years of

experience and theorizing about structuring and visualization of observational data with
the purpose of drawing inferences from "databases" for supporting administrative and
individual decisions, in close contact with what came to be known as political
economics, political science and law, sociology and geography, completed later with
natural science, especially astronomy and biology. Methods for systems development
including improvement of cooperative work environment with the help of high
technology should profit of an anchoring in such historical experiences and insights
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beyond the pure reliance on formal science, phenomenology, modern liberal or socialistic
ideas of cooperation, participation, negotiation or conversation. Bridges which already
have been established over to systems and information science (Ivanov, 1976a; Ivanov,
1976b; Ivanov, 1976c; Ivanov, 1977; Ivanov, 1979) could form a platform for future
research.
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